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ABSTRACT 

Behavioral economics has shown that individuals sometimes make decisions that are not in their 

best interests. This insight has prompted calls for behaviorally informed policy interventions 

popularized under the notion of “libertarian paternalism.” This type of “soft” paternalism aims 

at helping individuals without reducing their freedom of choice. We highlight three problems of 

libertarian paternalism: the difficulty of detecting what is in the best interest of an individual, 

the focus on freedom of choice at the expense of a focus on autonomy, and the neglect of the 

dynamic effects of libertarian-paternalistic policy interventions. We present a form of soft pa-

ternalism called “autonomy-enhancing paternalism” that seeks to constructively remedy these 

problems. Autonomy-enhancing paternalism suggests using insights from subjective well-being 

research in order to determine what makes individuals better off. It imposes an additional con-

straint on the set of permissible interventions highlighting the importance of autonomy in the 

sense of the capability to make critically reflected (i.e., autonomous) decisions. Finally, it 

acknowledges that behavioral interventions can change the strength of individual decision-

making anomalies over time as well as influence individual preference learning. We illustrate 

the differences between libertarian paternalism and autonomy-enhancing paternalism in a sim-

ple formal model in the context of optimal sin nudges. 

 

Keywords: Libertarian Paternalism; Behavioral Economics; Subjective Well-Being; Autonomy; 

Preference Learning; Welfare Economics 

JEL Classifications: B52, D18, D63, I18
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I. INTRODUCTION  

 

Behavioral economics has shown that individual decision-making is not always characterized by 

full rationality, perfect information, and complete self-control. Individuals routinely take deci-

sion-making shortcuts and decide based on heuristics (Tversky and Kahneman, 1974, Camerer, 

2004). While many of these decisions tend to work well in a wide range of contexts (Gigerenzer 

et al., 1999), the literature in behavioral economics has mostly focused on situations where bias-

es and other distortions lead to non-optimal results (Conlisk, 1996; Rabin, 1998; Kahneman, 

2003).  

The normative implications of the insights of behavioral economics are known under the 

label of “libertarian paternalism” (Thaler and Sunstein, 2003; Sunstein and Thaler, 2003; Tha-

ler and Sunstein, 2008). Libertarian paternalists argue that the deviations from standard econom-

ic rationality prompt the benign intervention of a social planner—in the phrase of Thaler and 

Sunstein (2008), a “choice architect.” This choice architect acts paternalistically by designing 

choices in a way that takes into account and even harnesses biases and heuristics to “nudge” 

(Thaler and Sunstein, 2008) individual decisions in directions that these individuals would con-

sider to be welfare-promoting when cognitively reflecting on the decisions with sufficient in-

formation at hand. To be considered libertarian, nudges must not be coercive by limiting indi-

viduals’ freedom of choice or, as Hausman and Welch (2010, p. 126) add, by significantly mak-

ing alternatives more costly. The debate sparked by libertarian paternalism provides a useful 

stimulus to explore the normative and political consequences of behavioral economics. Corre-

spondingly, libertarian paternalism has found a number of prominent defenders (e.g., Camerer, 

2006; Trout, 2005; Loewenstein and Haisley, 2008; Amir and Lobel, 2008; Desai, 2011; Sun-

stein, 2012) and an equal if not greater number of critics (Sugden, 2008; Rizzo and Whitman, 

2009a,b; Binder, 2013). 

 In this paper, we focus on three important, interconnected, and mutually dependent prob-

lems of libertarian paternalism. These problems are (1) the difficulty for the choice architect to 

detect what is in the best interest of an individual, (2) the focus on “freedom of choice” at the 

expense of a focus on “autonomy” in the sense of critical reflection of decisions,
1
 and (3) the 

neglect of the dynamic effects of libertarian paternalistic policy interventions, which are usually 

                                                           
1
 We define autonomy in the sense of being able to make a critically reflected decision (Dworkin, 1988). We will 

elaborate on this idea of autonomy in a later section. Other notions of autonomy (see, e.g., Christman, 2011) might 

not apply to this paper’s reasoning.  
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analyzed in a timeless one-shot perspective (see Binder, 2013, on these points). In order to over-

come these three shortcomings, we present a form of soft paternalism, which we call “autono-

my-enhancing paternalism” (AEP), which adopts attractive insights of libertarian paternalism, 

but avoids its most serious shortcomings. 

The paper is structured as follows. Section 2 briefly summarizes the concept of libertari-

an paternalism. Section 3 elaborates on the three mentioned weaknesses of libertarian paternal-

ism and suggests “autonomy-enhancing paternalism” (AEP) as a remedy for the shortcomings. 

AEP has three crucial elements: It suggests using well-founded insights from subjective well-

being research in order to determine what makes individuals better off in a substantive and sys-

tematic way. Taking the notion of autonomy seriously (as also suggested, e.g., by Hausman and 

Welch, 2010), it prevents that behavioral policy interventions manipulate individuals by exploit-

ing their decision-making anomalies. Instead, it encourages individuals to make critically re-

flected, autonomous decisions. Finally, AEP takes a decidedly dynamic perspective and 

acknowledges that behavioral interventions can and typically will change the strength of indi-

vidual decision making anomalies, as well as influence individual preference learning. Thereby 

AEP provides new and important arguments that should be considered when engaging in cost-

benefit analyses of behavioral policy interventions. Section 4 illustrates the differences between 

libertarian paternalism and autonomy-enhancing paternalism in a simple formal model in the 

context of optimal sin nudges. Section 5 concludes. 
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II. LIBERTARIAN PATERNALISM 

 

Traditionally, economists tend to be wary of paternalism and “robust[ly]” (Sugden, 2008, p. 

226) oppose it justifying their position by relying on “epistemic privilege” (Buchanan, 1991), 

i.e., the notion that the individual knows best of its own interests and no social planner could 

know better. While the idea that the individual knows best about its interests indeed makes a 

case for non-interference, it is this very idea that has come under attack through behavioral eco-

nomics. Mainly when decisions are made by the automatic, intuitive “System 1,” libertarian 

paternalists emphasize “the possibility that in some cases, individuals make inferior choices—

choices that they would change if they had complete information, unlimited cognitive abilities, 

and no lack of willpower” (Thaler and Sunstein, 2003, p. 175).
2
 These instances of bounded 

rationality then justify the exploration of behavioral interventions, which are called “nudges.” 

The first main difference compared to traditional paternalism is that while traditional paternal-

ism interferes with all types of decision-making, libertarian paternalism suggests interfering 

only with those decisions made in the intuitive “System 1.” The behavior of individuals who 

deliberately and cognitively reflect upon their decisions in “System 2” is not supposed to change 

as a result of the libertarian paternalistic nudges.  

Based on this reasoning, libertarian paternalists aim at influencing individuals’ choices 

“in a way that makes choosers better off, as judged by themselves’’ (emphasis in the original, 

Thaler and Sunstein, 2008, p. 5). The aim of making the nudged individuals better off by inter-

fering with their choices classifies the approach as being paternalistic. To detect the decisions 

that the individuals judge to be in their best interests, libertarian paternalists rely on conjectures 

about the behavior that is not influenced by any decision anomaly identified in behavioral eco-

nomics. Hence, libertarian paternalistic interventions aim at steering choices to those outcomes 

that the nudged individuals would have chosen for themselves if they were not influenced by the 

decision anomaly in question. 

 

 

                                                           
2
 Kahneman (2011) popularized the notions of “System 1” and “System 2” to distinguish two ways of thinking and 

making decisions. While “System 1” thinking is fast, uncontrolled, unconscious, intuitive, and affective, “System 

2” thinking is reflective, slow, deductive, and cognitive. To be fair, one could also argue that some System 2 choic-

es are not in the individual’s best interest and hence legitimize paternalism. The literature is divided on the exact 

criterion to demarcate choices into being in an individual’s interests or not. 



6 
 

The second distinction between libertarian paternalism and traditional (hard) paternalism is that 

the former should design the interventions so as to leave individual freedom of choice intact. 

The emphasis “is not on blocking choices, but on strategies that move people in welfare-

promoting directions while also allowing freedom of choice” (Sunstein and Thaler, 2003, p. 

1170). Moreover, only when economic incentives are not changed significantly, a behavioral 

intervention can be considered as being libertarian (Hausman and Welch, 2010, p. 126). Liber-

tarian paternalistic interventions are supposed to merely nudge individuals towards certain 

choices. Individuals shall be able to reverse the nudge at the lowest possible cost if they do not 

agree with the choice architect when engaging in critical reflection in the decision-making under 

System 2. 

Perhaps the most (in)famous example for a libertarian paternalistic policy intervention is 

the arrangement of food in a school cafeteria, so as to more prominently place healthy foods 

(Thaler and Sunstein, 2008). While this arrangement can encourage healthy food choices, the 

arrangement does not reduce freedom of choice or significantly change incentives (unhealthy 

foods are available but somewhat out of sight). Another famous example is the setting of default 

rules, such as automatic enrollment (with the option to opt out) to pension schemes (Choi et al., 

2004; Madrian and Shea, 2001). Ill-informed or weak-willed individuals are nudged towards 

welfare-improving behavior (saving for their pensions), while they are still allowed to opt out 

with no or just small costs (such as writing a cancelation letter). Other instruments in the liber-

tarian paternalistic toolkit are “required active choosing” (mandated choice), “cooling off peri-

ods” (individuals can impulsively purchase things at will, but are granted some time to reverse 

their decisions), and the “debiasing” and “reframing” of consumer choices (Trout, 2005). 

 Libertarian paternalism has sparked a lively debate in recent years, which has offered 

scholars the opportunity to explore the normative implications of behavioral economics. A typi-

cal argument in its favor holds that large welfare gains can be realized at low costs by helping 

less thoughtful individuals to make decisions that make them better off. Compared to these wel-

fare gains, reductions in freedom of choice are argued to be small (e.g., Trout, 2005; Thaler and 

Sunstein, 2008; Camerer et al., 2003). Especially in situations that are complex and where peo-

ple lack experience in decision-making, libertarian paternalism tends to look plausible (Loewen-

stein and Haisley, 2008, p. 8). Moreover, choice architecture is often inevitable. Objections 

against libertarian paternalism come from a variety of directions, most viciously from libertari-

ans who flat out deny that libertarian paternalism is libertarian or in any way liberty-preserving 
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(Mitchell, 2005; White, 2008). More traditional critiques in the spirit of public choice theory 

doubt the will and ability of government representatives to correct bias (Glaeser, 2005). But 

libertarian paternalism could also be attacked from the other side of the political spectrum for 

not being intrusive enough to solve the most pressing societal problems. We do not wish to sur-

vey the full spectrum of arguments pro and contra libertarian paternalism (see Rebonato, 2012, 

for a rather comprehensive overview), but rather focus on three important shortcomings of liber-

tarian paternalism, which we hope to remedy with our proposal for “autonomy-enhancing pater-

nalism.” 
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III. AUTONOMY-ENHANCING PATERNALISM 

3.1. How to Identify Individual Judgments about What is in One’s Best Interest 

Our first objection to libertarian paternalism rests on the matter of whether the choice architect 

can reliably detect the choices that make individuals better off as judged by themselves. In the 

neoclassical framework, this is not an issue. In this framework, an individual’s choice for, say, 

an apple instead of a banana reveals that the apple makes the individual better off. Choices re-

veal true preferences by assumption (Samuelson, 1938). Moreover, individuals’ predictions 

about which choices make them better off cohere perfectly with their choices.
3
 In the neoclassi-

cal framework, policy makers can thus easily identify what makes individuals better off as 

judged by themselves by simply observing individual choices. Behavioral economics departs 

from these assumptions and focuses on more realistic cases where individuals’ predictions about 

what makes them better off can be mistaken (see Wilson and Gilbert, 2005; Witt and Binder, 

2013) and where visceral factors can influence individual choices in non-optimal ways (Loe-

wenstein, 1996; Lades, 2012). In these cases, neither predictions, nor choices reveal what actu-

ally makes individuals better off as judged by themselves. Individuals can err and (plan to) 

choose the apple although choosing the banana would have turned out to increase welfare. The 

choice architect thus lacks an appropriate standard to assess what makes individuals better off as 

judged by themselves. 

  To illustrate, assume that an individual endowed with an income of I has the choice be-

tween two products xA and xB with prices pA and pB, respectively. Given that the individual ra-

tionally maximizes her utility (U), she will solve 

max U(xA,xB)        s.t.    pAxA + pBxB ≤ I   (1) 

and obtain the optimal levels of consumption. Since the individual is rational, a choice of xA 

reveals that her preference for xA is stronger than that for xB. No external knowledge is needed 

about what xA and xB represent, whether the individual indeed predicts xA to be better than xB, 

or whether indeed xA makes the individual better off than xB. But if we allow that individuals 

sometimes misjudge what makes them better off and (also because of that) deviate from utility- 

maximizing behavior, the description of the decision-making process in Equation 1 is no longer 

accurate. Let’s describe a deviation from economic rationality by an error term ε, which might 

                                                           
3
 In the utility taxonomy of Kahneman et al. (1997), the neoclassical framework can be described as follows: Indi-

vidual judgments about what makes them better off (“predicted utility”) directly lead to individual choices (“deci-

sion utility”), which by definition make the individuals better off (“experienced utility”). 
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occur when predictions and/or decisions are made intuitively (we subtract this error term to de-

note the shortfall in rationality).
4
 Integrating this error term into Equation 1, the above decision 

can be described by 

max-ε U (xA,xB) s.t.   pAxA + pBxB ≤ I               (2) 

In this admittedly simplified “behavioral economic” description of individual decision-making, 

System 1 is represented by ε, and System 2 is represented by those parts of Equation 2 that are 

similar to Equation 1 (see Kahneman, 2011).
5
 In this model, a choice for xA does not necessarily 

reveal that xA makes the individual better off compared to xB. The choice for xA can also be 

triggered by a mistake in the prediction about what makes the individual better off or by a deci-

sion-making error, both reflected by ε.  

 Some behavioral economists have argued that even when individuals deviate from utility 

-maximizing behavior, it is possible to identify individual preferences in the sense of what 

makes individuals better off (Beshears et al., 2008; Köszegi and Rabin, 2008).
6
 One prominent 

way to do so is to rely on “informed” preferences. Proponents of libertarian paternalism seem to 

refer to these informed preferences when, for example, speaking about inferior choices that in-

dividuals “would change if they had complete information, unlimited cognitive abilities, and no 

lack of willpower” (Thaler and Sunstein, 2003, p. 175). In the context of green defaults, for ex-

ample, Sunstein and Reisch (2013) argue that the “preferred approach is to select the default 

rule that reflects what most people would choose if they were adequately informed” (p. 401, 

italics in the original). The question arises whether the concept of informed preferences can help 

the choice architect to use choice data in order to identify what is in the individuals’ best inter-

ests as judged by themselves.
7
 We believe that this is very difficult, if not impossible. It is not 

obvious how the choice architect can detect whether a choice is “informed” or not. Since no one 

                                                           
4
 We use this error term as a catch-all for all types of deviations from standard economic rationality, which can 

represent failures to perceive alternatives as well as a failure to correctly evaluate them (see Mullainathan et al., 

2012 for a related reduced-form approach.) 
5
 Note that while errors tend to occur more frequently in System 1 than in System 2, most proponents of dual pro-

cess theories do not argue that System 2 choices are rational according to rational choice postulates (see Evans and 

Stanovich, 2013; Kahneman, 2011). At most System 2 choices can be considered to be closer to a rational bench-

mark of optimal behavior. 
6
 Beshears et al. (2008) discuss six approaches that use behavior to identify normative preferences while acknowl-

edging that revealed preferences often differ from normative preferences: structural estimation, active decisions, 

asymptotic choice, aggregated revealed preferences, reported preferences, and informed preferences. They argue 

that policy interventions should be informed by insights from all six approaches. 
7
 A second question arises whether, if at all possible, it is good to base policy implications of individuals’ judg-

ments about what makes them better off (predicted utility) rather than on what actually makes the individuals better 

off (experienced utility). We will come back to this question. 
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has unlimited cognitive abilities and no lack of willpower, one has to relax these requirements.
8
 

When doing so, it is unclear how to operationalize the point at which a preference is informed 

enough. How much willpower, how much self-control is needed for a preference to count as 

informed (see Camerer et al., 2003, p. 1214)? These questions are often left unanswered, or if 

they are answered, they are answered with widely different definitions of when a preference 

should count as informed. Moreover, to make an individual’s hypothetical set of informed pref-

erences the measuring rod for rational behavior may be so demanding that failing to conform to 

those preferences can hardly be called a fault of human decision making (but rather a fault of 

these unattainable standards; see Sugden, 2011, pp. 24-25).
9
 Utilizing informed preferences as 

the measuring rod for welfare therefore gives legislators a ready excuse to interfere with indi-

vidual decisions whenever the individuals do not rise to the Olympian heights of rationality, i.e., 

almost always. Setting an unattainable standard of rationality thus amounts to giving a blanket 

justification for paternalistic intervention (Qizilbash, 2011, p. 37). Informed preference views 

have been successfully refuted in normative economics for quite some time, but, not unlike a 

zombie, refuse to die (Sobel, 1994; Rosati, 1995; Qizilbash, 2012). 

 Another way of identifying individuals’ judgments about what makes them better off 

using choice data when acknowledging that individuals can make mistakes is to rely on choices 

made by the decision-making System 2 (Kahneman, 2011). Thaler and Sunstein (2008), Ch. 2, 

suggest using a variant of this the distinction between System 1 and System 2 (fallible “humans” 

versus perfectly rational “econs”) and privilege the preferences of “econs.”  

 

 

 

 

 

 

 

                                                           
8
 Given this definition, some researchers even argue that informed preferences are so different from individuals’ 

actual preferences that it is not clear whether the informed individual would be the same individual as the individu-

al having its actual preferences (see, e.g., Sobel, 1994; Qizilbash, 2012). 
9
 While libertarian paternalists describe individual behavior as falling short of perfect rationality, their normative 

view is still to demand that individual behavior should accord to perfect economic rationality. In this, we need to 

acknowledge that behavioral economics in general still lacks an appropriate standard of normative rationality. 
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However, it is not easy to determine whether a decision is made exclusively by System 2 

and is not affected by System 1. How small should ε be so that preferences reveal individuals’ 

judgments about what makes them better off? Moreover, even System 2 choices can fall short of 

improving our welfare, and some researchers question whether deviations from rational choice 

are actually detrimental to human well-being (Berg et al., 2011a,b). Most critically, System 2 

choices are only defined procedurally but not substantively. The choice architect is thus still left 

with hypothesizing which are the substantive “true” System 2 preferences an individual would 

hold (leading to the associated problems known from informed preference views). 

As an alternative to using revealed preferences to detect individuals’ judgments about 

what makes them better off, Loewenstein and Haisley (2008) argue in favor of a “pragmatic 

approach” that aims at flexibly using a wide range of information about individuals’ interests. 

Thaler and Sunstein’s (2008) “New Year’s resolution test” (p. 73) is similar to this pragmatic 

approach, by recurring to some sort of reflected metapreference declared as a “New Year’s reso-

lution.” But in essence, these pragmatic definitions of what individuals judge to be in their best 

interests open the door to ad hoc standards of what paternalists judge to be welfare-promoting 

for the individuals. The appeal to a pragmatic approach is prone to arbitrary value judgments by 

the choice architect (see more extensively Binder, 2013). Moreover, these types of tests, which, 

in essence, could be seen as stated (meta-)preferences are influenced by “faulty affective fore-

casting” and related mispredictions of future well-being, where individuals focus on salient as-

pects of a decision or neglect hedonic adaptation when predicting their future well-being and 

forming preferences based on this (Wilson and Gilbert, 2005; Gilbert, 2007). Stated (meta) pref-

erences can thus be as fallible as revealed preferences and distortions in judgments about future 

utility cast doubt on the idea that such statements will indeed reflect what makes the individual 

better off in the future.  

 In our view, the main problem with these approaches to detect what makes individuals 

better off as judged by themselves is that they do not deal with the content of actual choices. 

These approaches exclusively deal with the decision-making mechanisms that underlie choices 

for unspecified goods. What makes individuals better off is only defined procedurally, i.e., types 

of decision-making are defined that shall reveal the individuals’ judgments about what makes 

them better off. We argue that a substantive theory about which choices actually make individu-

als better off is needed. Equation 2, for example, indicates that the way in which individuals 

decide between xA and xB is prone to an error reflected by ε. However, the equation is silent 
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about what xA and xB represent. We suggest that in order to detect what makes individuals better 

off, it is beneficial to open the black-box of the utility function and to analyze which choices 

actually make individuals better off and why, but for this we need a substantive theory of the 

good (i.e., a theory of what constitutes “the good” or well-being for individuals) (Binder, 2010, 

Witt and Binder, 2013).
 
An additional problem in the libertarian paternalistic framework is that 

it is unclear whether “as judged by themselves” refers to the individuals’ ex ante predictions 

about what makes them better off, or to what actually makes them better off ex post.  

One promising way to open the black-box of the utility function one promising way is to 

look at subjective well-being research (Dolan et al., 2008; Easterlin, 2003; Layard, 2005; 

Kahneman et al., 1999, Binder and Coad, 2010, Welsch 2002). We suggest that taking recourse 

in subjective well-being (SWB) research offers a possible way to obtain an appropriate norma-

tive foundation on which behavioral policies can be based (Diener and Seligman, 2004, Binder, 

2013). Subjective well-being can be used as an empirically well-founded basis for choice archi-

tects to determine what actually is in the individuals’ best interests as judged by themselves 

(these measures are proven to be valid and reliable by psychological research (see Krueger and 

Schkade, 2008). By using empirical facts from subjective well-being research, clear statements 

can be given as to which policy interventions are (on average) in individuals’ interests. Empiri-

cal research on the causes and correlates of SWB provides systematic, non-ad-hoc knowledge 

about individuals’ likings, and a handful of determinants such as being healthy, enjoying an 

active social life, and being employed are reliably found to explain large parts of well-being 

variation the world over (Graham, 2009, 2011). Based on this, and more concrete findings on 

the determinants of SWB, one can, for example, say that activity xA makes individuals on aver-

age better off (happier) than activity xB. Additionally, by using ex-post SWB, one avoids relying 

on statements that are possibly based on “faulty affective forecasting” (Wilson and Gilbert, 

2005; Gilbert, 2007). It is thus better to base policy interventions on knowledge about which 

choices actually make individuals better off (ex post), rather than to base interventions on the 

individuals’ (possibly wrong) predictions (ex ante). Here, behaviorally informed paternalism 

can be justified in a number of empirically well-established situations where it was shown that 

individuals make inferior choices that decrease their well-being in inter-temporal settings, even 

though their preferences are informed or based in the reflected System 2. 
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However, economists have only recently begun to engage in SWB research, and a note 

of caution is in order here before uncritically using insights from such research to determine 

which behavioral intervention makes individuals better off. A first complication stems from the 

fact that most subjective well-being research describes the average effects of certain life 

events/changes on well-being, and hardly takes idiosyncrasies into account (but see Becchetti et 

al., 2008, Binder and Coad, 2011, Boyce and Wood, 2011, for applications taking into account 

the intricacies of subjective well-being and its correlates). More insights about interindividual 

differences are needed to improve the ability of subjective well-being data to be used as a meas-

ure to define what makes individuals better off. A second complication lies in strategic respons-

es of individuals to SWB surveys in order to influence policy interventions (Frey and Stutzer, 

2010; this is mostly a problem for small specialized surveys where individuals can outguess the 

policy-maker’s intention of the survey).  

 While we see potential for subjective well-being research as having the ability to inform 

an empirically well-defined standard for what makes individuals better off, we need to 

acknowledge the still-nascent state the field is in. But even if we had complete knowledge of the 

causes and correlates of human happiness, our point is that any proposal for soft paternalism 

should make room for individual autonomy. 

3.2. The Role of Autonomy 

Our first objection dealt with aspects of the “paternalistic” part of libertarian paternalism. We 

have argued that it is almost impossible for the choice architect to identify those individual 

judgments about what makes themselves better off that are not influenced by decision-making 

errors. Moreover, we argued that it may be better to base policy implications on insights about 

which choices actually make individuals better off, rather than on individual predictions. Our 

second objection deals with the “libertarian” aspects of the concept. In the libertarian paternal-

istic logic, policy interventions can be called libertarian when individual liberty is preserved and 

when incentives are not changed significantly. However, libertarian paternalists use a very nar-

row definition of what constitutes an individual’s liberty (namely: nominal freedom of choice; 

see on this line of critique e.g., Qizilbash, 2009).
10

  Liberty, however, can also be understood in 

                                                           
10

 Libertarian paternalism is also internally inconsistent when accepting the notion of liberty as freedom of choice. 

If individuals are “tricked” into choices by the libertarian paternalist through the setting of default rules, they might 

not be aware of their being nudged into certain behaviors. When an individual is not aware of the nudge, only nom-

inal freedom of choice is left intact, for all intents and purposes, the real choice set (the one the individual acts on) 
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terms of the ability to make critically reflected, i.e., autonomous, decisions. Following Gerald 

Dworkin, we understand autonomy as “the capacity of a person critically to reflect upon, and 

then attempt to accept or change, his or her preferences, desires, values, and ideals” (Dworkin, 

1988, p. 48). Putting emphasis on the ability to make critically reflected, autonomous decisions 

is an important feature of liberal and libertarian views. However, this feature is not sufficiently 

taken into account by libertarian paternalists (Korobkin, 2011). Acceptable forms of (soft) pa-

ternalism should not exclude concerns about autonomy in favor of a narrow definition of liberty 

in terms of freedom of choice. (Real) Liberty can be only preserved if individuals can actually 

make autonomous decisions. 

 To illustrate the importance of considering autonomy when evaluating behavioral policy 

interventions, consider a benevolent planner who predicts that Equation 1 is the best approxima-

tion for individual behavior. This planner aims at reducing the consumption of xB depicting, say, 

junk food. Assume that the planner can choose between three different types of policy interven-

tions: a ban, a tax, and a libertarian paternalistic nudge. Banning xB will change Equation 1 to 

max U(xA) s.t. pAxA ≤ I.             (3) 

Taxing xB will increase the product’s price so that equation 1 becomes 

max U(xA,xB)    s.t.    pAxA + pB
tax

xB ≤ I, (4) 

where pB
tax

>pB. The two policy interventions obviously either reduce freedom of choice (in the 

case of the ban) or significantly change economic incentives (in the case of the tax). Hence, they 

cannot be considered libertarian according to the libertarian paternalistic definition. Nudging 

individuals away from junk food, however, does not change equation 1. It is easy to think that in 

order to evaluate whether a policy intervention can be considered libertarian, libertarian pater-

nalism utilizes the logic represented by Equation 1. 

But libertarian paternalism is informed by a behavioral economic model such as the one 

sketched in Equation 2. It is this model that should be used to evaluate the acceptability of be-

havioral interventions. Equation 2 offers a way to incorporate our definition of autonomy, i.e., 

the possibility to make a critically reflected decision. Using the language of behavioral econom-

                                                                                                                                                                                          
is decreased and choices are de facto “blocked” (see also Rebonato, 2012, p. 132; this is not to say that this holds 

for all cases and all tools in the toolbox of the choice architect, but it will likely hold for a number of tools). One 

positive thing to say in favor of hard paternalism is that individuals are at least aware that they are being curtailed 

in their liberty or autonomy and can try and oppose this. The hidden character of some of the tools of the libertarian 

paternalist make this extremely difficult and by this disable another safeguard against this particular slippery slope 

(Rebonato, 2012, p. 132). 
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ic dual-process theories (e.g., Kahneman, 2011), one can understand autonomous decision mak-

ing procedurally, viz. as being closely related to decision making in the reflective System 2. An 

autonomous person can be defined as somebody who has the possibility to let their reflective 

System 2 be responsible for the decision. This definition does not exclude the possibility that an 

autonomous person deliberatively decides to let ε influence some of their decisions. However, 

this autonomous person is always able to put System 2 back into power again. Autonomy is then 

the possibility to make a critically reflected decision in System 2 that is not hindered by any 

external or internal force.
11

 When an individual, for example, cannot resist the temptation trig-

gered by the perception of a chocolate cake, the decision to feast is not an autonomous one in 

this definition. Note that we use the same language of dual process theories that libertarian pa-

ternalists use. However, libertarian paternalists use System 2 preferences to define what makes 

individuals better off. We use System 2 decision-making as a procedural restriction on behav-

ioral policy interventions that has to be added as a safeguard against manipulation, while at the 

same time substantively defining individuals’ interests with reference to their subjective well-

being. 

 We suggest adding autonomy operationalized as a new constraint on the set of permissi-

ble behavioral interventions. Only those interventions and forms of nudges are legitimate that 

improve (or at least: leave intact) autonomy understood as the ability to let the reflective System 

2 decide. Some nudges are thus compatible with the promotion of personal autonomy and can 

promote self-empowerment (see also Mills, 2013). In the best case, behavioral paternalistic in-

terventions help foster critical thinking in System 2. At the minimum, interventions must not 

reduce individual autonomy in the sense of reducing the possibility to engage in critical thinking 

in System 2. Utilizing ε to change individual behavior can be considered manipulation even 

when the freedom to choose from the whole choice set is still nominally present. In our view, 

behavioral paternalistic interventions should not be manipulative even if the outcomes of the 

manipulation are in the interests of the manipulated individual. Manipulation is morally undesir-

able and contravenes the idea of individual autonomy and treating persons as ends in them-

selves. Manipulating individuals also paints a cynical picture of the role that legislators and pol-

icy-makers should play vis-à-vis sovereign citizens (this has been pointed out similarly by 

Hausman and Welch, 2010, p. 134). 

                                                           
11

 This definition of autonomy focuses on internal forces that reduce the ability to make critically reflected deci-

sions. Other authors have focused on external threats to autonomy (compare Christman, 2011). 



16 
 

While several nudges discussed in the literature already fulfill this acceptability condi-

tion, other nudges do not. Inacceptable nudges include those that harness bias and decision 

anomalies to “trick” behavior towards certain outcomes. Even when the choice architects con-

jecture (or even know with certainty) that these outcomes are in the best interest of the individu-

al, the nudges are not acceptable when they reduce autonomy. Setting anchors that the individu-

al does not know about would be not permissible. Also utilizing “yeah-whatever heuristics” 

(relying on individual inertia and laziness, see Thaler and Sunstein, 2008) and setting defaults 

without making individuals aware of them would reduce autonomy. In particular behavioral 

policy interventions that aim at neutralizing one decision anomaly, say ε1, by a nudge that utiliz-

es another decision anomaly, say ε2, constitute unacceptable nudging, if individuals are una-

wares of this.  

 On the other hand, acceptable nudges (i) reduce the effects of ε on individual decision-

making, and (ii) activate System 2 decision-making (for an overview on debiasing, see Larrick, 

2004 ). For example, presenting information in a simple and logical way that helps individuals 

to make well-informed decisions does increase autonomy since it reduces ε: Recently, “My-

Plate” replaced the food pyramid in the US with a much simpler way to illustrate the five food 

groups that are the building blocks for a healthy diet. Also, reducing choice sets to magnitudes 

that do not overwhelm individuals so that they fail to come to autonomous decisions (Trout, 

2005; Camerer et al., 2003) is an acceptable nudge based on our acceptability condition. Provid-

ing all choice options may provide the maximal freedom of choice, but it is likely to reduce in-

dividual autonomy to make a critically reflected decision.
12

 It may be autonomy-promoting to 

limit freedom of choice and thereby reduce ε. Another way to reduce the effects of ε is to make 

individuals aware of decision-making anomalies identified in behavioral economics. Other ac-

ceptable nudges activate System 2 so that although ε is present, it is not responsible for making 

decisions. For example, required active choosing mechanisms can bring to attention in an indi-

vidual that there is a decision to be made in situations, where the individual would not have 

been aware of the possibility for making a decision (Hausman and Welch, 2010, p. 134) (Haus-

man and Welch, 2010, p. 134).  

 

                                                           
12

Requiring a person to choose from thousands of mutual funds for their pension schemes has been empirically 

shown to decrease choice rates as opposed to choice situations with only few mutual funds (Iyengar et al., 2003). 
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Additionally, this helps individuals to recognize these decisions in future contexts (this is 

an application of the type of dynamic thinking we discuss below). We also consider cooling-off 

periods as acceptable, because decisions made in the spur of the moment can be reversed after 

critical (re-) consideration so that the individual has the possibility to make a critically-reflected 

decision afterwards.  

3.3. Dynamics  

The third major problem of libertarian paternalism we wish to overcome is its mainly static out-

look. Many libertarian paternalist proposals have a strong intuitive appeal when described as 

one-shot situations without any regard for inter-temporal dynamics. In one-shot situations, one 

might be tempted to approve of many nudges that have the ability to correct a given choice and 

thus increase individual well-being, even at the expense of autonomy. However, acknowledging 

that nudges often also influence future choices can change the evaluation of the nudges and the 

needs to be explicitly considered by the choice architect. We highlight two interdependent ways 

how nudges can affect future choices: (a) via preference learning and (b) via changing the 

strength of the deviation from rationality, i.e. via changing ε.
13

  

 Regarding the nudges’ effects on preference learning, it is important to acknowledge that 

individual preferences cannot be reasonably well assumed to be given and stable (Witt, 1991; 

Binder, 2010). Some actions are not only driven by preferences, but also create preferences (Ar-

iely and Norton, 2008). Economic processes and policies, including soft paternalistic interven-

tions, can shape preferences. Formally, a nudge at time t may (and likely will) influence the 

choice set in time t+1 and afterwards. For example, a nudge that increases the propensity to 

choose xA may reduce the propensity to choose xB. Nudges that do not reduce freedom of choice 

in the same period may nonetheless reduce freedom of choice in future periods. One should be 

aware of such effects when evaluating libertarian paternalistic policy interventions. 

Preferences can be learned in a cognitive way, i.e., autonomously as a result of cognitive 

reflection. But most often, individuals learn preferences via associative learning without being 

aware of this (Hergenhahn and Olson, 1997; Witt, 2001). In this case, nudges are more effective 

                                                           
13

 Some critics also argue that libertarian paternalist interventions can increase the probability of further paternalist 

interventions, thus creating a slippery slope with regard to the number and types of interventions (e.g., Rizzo and 

Whitman, 2009b). With the abandoning of a clear-cut rationality measure (see our first objection), one can imagine 

how a once drawn line is progressively shifted over time. In this paper, however, we emphasize dynamic changes 

occurring within the nudged individuals, not within policy-makers or societal norms. 
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but more problematic, as well. Preferences resulting from associative learning tend to be highly 

stable and difficult to unlearn, in part because of the low conscious involvement but also be-

cause of repeated reinforcement over long time horizons.
14

 If unconscious preference learning 

mechanisms are (inadvertently) exploited by libertarian paternalists, this can create preference 

learning trajectories where individuals are locked-in to preferences one can doubt are in the in-

dividuals’ actual interests (see also Schubert and Cordes, 2013).
15

 These preferences are likely 

to reflect the norms society adheres to at a given moment (or, even worse, they reflect ad hoc 

goals of policy-makers). Even if, at one point in time, individuals were to become aware of the 

nudge’s influence on their preference learning, the stickiness of associative preference learning 

can actually negate the possibility of making a critically reflected decision in the future.
16

 

 Besides influencing preference learning, nudges can also influence individuals’ abilities 

to learn from their mistakes and thereby influence ε over time. If individuals, for example, learn 

to rely on default rules set by the government or other choice architects (in this case ε refers to 

inertia and preferences for a status quo), ε can become stronger over time (Carlin et al., 2010; de 

Haan, 2011). Individuals may learn to be dependent and inactive. This creates the danger of a 

society where policy makers are able to trick and manipulate. Behavioral policy interventions 

should always be transparent about both static and dynamic effects regarding welfare and au-

tonomy. 

Those nudges that help individuals to make better decisions over time are likely to in-

crease autonomy by reducing ε, activating System 2, or making individuals aware of ε. Only 

when individuals know that ε may have an influence on their current and future behavior, they 

can critically reflect upon whether they are willing to let their behavior be influenced by ε. Sim-

plifying decisions so that individuals are not overwhelmed by too-big choice sets, for example, 

helps individuals to learn about their true preferences and thus can decrease ε over time. Many 

decision making situations can thus be understood as learning opportunities, where nudges can 

help individuals to make better informed and more autonomous choices in the future. This idea 

of understanding any nudge intervention as facilitating learning makes a case for less paternal-

                                                           
14

 Many of our childhood preferences are acquired via associative learning and tend to be not easily reversible (Za-

jonc and Markus, 1982). 
15

 While there may be different views as to whether choice architects should play a role in individual preference 

shaping, there should not be any disagreement about the importance of also considering effects of nudges on pref-

erence learning in the discussion about the acceptability of libertarian paternalism. 
16

 Whether preferences can be unlearned depends inter alia on the reinforcement schedule (see more extensively 

Binder, 2010, sec. 6.4.3); even if preferences can ultimately be unlearned, the costs associated with this are much 

higher than libertarian paternalists claim they would be in the case of opt-outs. 
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ism over time rather than for more. Accordingly, this focus counters reservations against pater-

nalism based on slippery-slope arguments (Rizzo and Whitman, 2009b). If behavioral paternal-

istic interventions aim at increasing autonomy, future interventions will become less likely as 

individuals will have learned from the previous interventions (or at least future interventions are 

limited to situations where individuals have problems learning from mistakes).  
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IV. ILLUSTRATION: “OPTIMAL SIN NUDGES”  

 

This section presents a simple formal model in order to illustrate some potential effects of au-

tonomy-influencing nudges on individual well-being over time. The model is a variant of 

O’Donoghue and Rabin’s (2006) model in which they analyze optimal taxes for “sin goods” 

assuming that individuals have present-biased preferences. We additionally assume that individ-

uals’ perceptions of costs and benefits of the consumption of sin goods can be distorted. We 

investigate a situation where present-biased preferences, but no distorted perceptions are pre-

sent, leading to an overconsumption of sin goods. We assume that choice architects aim at re-

ducing the consumption of these sin goods. Nudges can either reduce present-biased preferences 

or operate through distorted perceptions, where one case enhances autonomy, while the other 

decreases it. We sketch possible effects of these nudges on individual subjective well-being, 

acknowledging that nudges can influence individual behavior for more than the contemporane-

ous time period. 

4.1. The Model 

Assume that individuals (for example children in a school cafeteria) can choose between two 

types of goods: “normal” goods and “sin goods.” The latter are particularly unhealthy (think of 

junk food). Normal goods are a composite of many goods. Both types of goods generate “happi-

ness” (in our subjective well-being view) with a decreasing marginal rate of enjoyment. Con-

suming sin goods has additional future negative consequences. Consumers are identical and 

their number is normalized to unity. Happiness at time t is given by ht = v(xt; ρ) - c(xt-1; γ) + zt, 

where xt and zt denote the individuals’ consumption of sin goods and normal goods, respective-

ly. While the function v(xt; ρ) represents the immediate benefits from current consumption of 

the sin goods, c(xt-1; γ) depicts the negative health consequences from past consumption of sin 

goods. The parameters ρ and γ are exogenously given context variables determining the extent 

to which the consumption of xt leads to benefits and costs, respectively.
17

 We assume that vxρ > 

0 and cxγ > 0 so that a higher ρ reflects a higher marginal benefit from consumption, and a high-

er γ reflects a higher marginal health cost of consumption. 
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 In O’Donoghue and Rabin’s (2006) model, these variables capture population heterogeneity in tastes. 
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We assume that the benefits and costs of period-t consumption are additively separable 

from the benefits and costs of consumption in any other period. Hence, for each (x, z)-bundle, 

the happiness equation can be written as 

h(x,z) = v(x; ρ) - δc(x; γ) + z,  (5) 

where δ depicts the conventional discount function. In the following, we will assume δ to be 

unity. In every period, individuals could maximize their happiness given by Equation 5 by allo-

cating their income I to the two goods x and z in an optimal way. The prices for both goods are 

normalized to unity. The per-period income of I is assumed to be large compared to the con-

sumption of unhealthy goods, and individuals do not save or borrow. The optimal allocation of 

income (x**, z**) maximizes happiness subject to the resource constraint x + z ≤ I. Hence, x** 

satisfies vx(x**;ρ) - cx(x**;γ) - 1 = 0 and z** = I - x**. 

Individuals’ actual behavior, however, sometimes deviates from a behavior that maxim-

izes happiness. Following Kahneman (1999), we describe these deviations by assuming that 

individuals actually maximize their preferences (“decision utility” or “wanting”), although max-

imizing their actual happiness (“experienced utility” or “liking”) would be optimal.
18

 In this 

model, two sources of error can lead to dissociations between preferences (decision utili-

ty/wanting) and happiness (experienced utility/liking). While ε depicts a generic deviation from 

rationality in equation 2, here we specify these deviations more precisely. The first source of 

error we consider is the distortion in the perceptions of how beneficial and how costly consump-

tion of the unhealthy good is. Individual perception is described by α. When α = 1, there is no 

distortion. However, when α deviates from unity, the perceived effects of the consumption of x 

on present benefits and future costs can be lower (α < 1) or higher (α > 1) than the true effects.
19

 

Integrating the possibility of distorted perceptions and assuming that δ equals unity, preferences 

û at time t can be described by û(x, z) = v(x; αρρ) – c(x; αγγ) + z. 

The second dissociation between preferences and happiness is the result of the tendency 

to impulsively pursue immediate gratification. Following e.g., Laibson (1997) and O’Donoghue 

and Rabin (2003), we assume that the individuals’ inter-temporal decision utility at time t is 

                                                           
18

 Actual happiness is synonymous to Kahneman’s (1999) “experienced utility” and Berridge and Aldrige’s (2008) 

“liking”. We use actual happiness as benchmark for individuals’ interests/well-being. Individual preferences are 

synonymous to Kahneman’s (1999) “decision utility” and Berridge and Aldridge’s (2008) “wanting”. Preferences, 

but not actual happiness, can be subject to faulty affective forecasts or other biases (see more extensively Witt and 

Binder, 2013). 
19

 We acknowledge that in many situations it is difficult to define the meaning of α = 1 because some choice archi-

tecture is often inevitable.  
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given by U(ut,…uT) = ut+β∑
T

τ=t+1 δ
τ-t

uτ , where uτ is the individual’s decision utility in τ and δ is 

a conventional discount factor which we assume to be unity. The parameter β depicts a time-

inconsistent preference for immediate gratification that reflects impulsivity. While β < 1 in 

terms of preferences or wanting, in terms of happiness or liking β = 1 (see Lades, 2012 for a 

micro-foundation of β based on the dissociation of wanting and liking). Since we assume that 

also the perceived benefits and costs from period-t consumption are additively separable from 

the perceived benefits and costs from consumption in any other period, the preferences corre-

sponding to the consumption of x and z with the potential for distorted perceptions (α ≠ 1) and 

present-biased preferences (β < 1) can be written as 

u(x, z) = v(x; αρρ) – βc(x; αγγ) + z.                             (6) 

            In every period the individual chooses a consumption bundle (x, z) to maximize Equa-

tion 6 subject to the budget constraint x + z ≤ I. Again, prices are normalized to unity, per-

period income I is large compared to the consumption of x, and individuals do not save or bor-

row. When individuals maximize u(x, z) subject to the budget constraint, they allocate their in-

come in a way that maximizes preferences and is depicted by (x*, z*). The actual consumption 

of the unhealthy good satisfies vx(x*; αρρ) – βcx(x*; αγγ) - 1 = 0, and the consumption of the 

composite good is z* = I – x*. It is apparent that self-control problems (β < 1) can lead to over-

consumption of the sin good (x* > x**) (see O’Donoghue and Rabin, 2006), but also distortions 

in perceptions lead to deviations from optimal consumption. Note, however, that it is not a priori 

clear whether distortions in perceptions lead to more or less consumption of the unhealthy good. 

Perceived costs and benefits of unhealthy consumption can be either higher or lower than actual 

costs and benefits. Note as well that different deviations from rationality can, in principle, can-

cel each other out. 

4.2. Behavioral Policy Interventions  

O’Donoghue and Rabin (2006) investigate the extent to which taxes can reduce differences be-

tween preferences and happiness arising from present-biased preferences. We use the model to 

illustrate some effects of behavioral policy interventions on individual well-being. Assume that 

individuals have self-control problems (β < 1), but no distorted perceptions (αρ = 1, and αγ = 1). 

Choice architects realize that individuals overconsume the unhealthy good. They decide to 

nudge individuals towards the choices that make the individuals presumably (see Section 3.1.) 

better off, i.e., toward consuming x** instead of x*. In Equation 6, there are three parameters 
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that nudges can influence to achieve behavioral change: Nudges can (a) make unhealthy con-

sumption appear less favorable by reducing αρ, they can (b) increase the perceived future costs 

of consuming unhealthily today by increasing αγ, and they can (c) try to reduce the tendency to 

pursue immediate gratification and bring β to unity. We assume that nudges can influence αρ, αγ, 

and β for longer than the current period. 

First, assume that to nudge the individuals the policy maker reduces αρ to αρ
n

 (αρ
n 

< αρ), 

i.e., the policy maker reduces the perceived benefits of the unhealthy good (for example by us-

ing framing effects and putting junk food in less favorable places in a school cafeteria). Assume 

that the nudge is successful and the consumption of the unhealthy good is reduced so that x
n 

= 

x**. Note, however, that now a situation has emerged, where two deviations from rationality 

cancel each other out. Consumption of the unhealthy good now satisfies vx(x**; αρ
n
ρ) – βcx(x**; 

αγγ) - 1 = 0, so that the outcome is as if the underlying behavior was rational. However, since β 

< 1 and αρ
n
 < 1, this is not the case. Based on the rules of libertarian paternalism, everything is 

fine as well-being has increased without decreasing freedom of choice.
20

 From the perspective 

of autonomy-enhancing paternalism, however, this is an example of manipulation rather than 

helping the individual make a well-informed, critically reflected decision. The nudge did not 

help the individual to reduce his well-being-reducing error, i.e., β < 1 is still present. The pre-

sent bias is masked or hidden from the view of the individual by another decision making 

anomaly αρ
n
 < 1. What the nudge did is to influence/manipulate choice without influencing the 

source of the error. If the nudge hides the error, the individual will be less likely to realize simi-

lar erroneous behavior in future situations and the individual’s capability to make autonomous 

decisions is decreased. 

The problematic character of the situation described above becomes particularly obvious 

when, for any reason, the decision context changes over time (the individual might, for example, 

change the school and go to another cafeteria). In the first decision context, the individual did 

not have the opportunity to understand the actual reasons for the overconsumption of the un-

healthy good (actually, there was no overconsumption). The individual’s present bias is not re-

duced so that β is still below unity. Even more problematic, as a result of the nudge at time t, the 

individual might unlearn the capacity to engage in effective self-regulation. Self-regulation can 

                                                           
20

Jolls and Sunstein (2006) explicitly refer to such strategies when discussing that some forms of bounded rationali-

ty can counteract other forms of bounded rationality. For example, they suggest that loss aversion can be neutral-

ized by framing situations in a way that exploits individuals’ optimism bias. 



24 
 

be improved through regular exercise (Baumeister et al., 2006), and the described nudge may 

remove such opportunities. The nudge in period t may thus even increase the individual’s pre-

sent bias over time so that β is reduced to β’ (β’ < β). Assume that in a new decision context at 

time t + 1, nudges that could utilize the individual’s distorted perceptions to reduce unhealthy 

consumption are no longer present. In this situation, the consumption of the unhealthy good 

satisfies vx(x’; αρρ) – β’cx(x’; αγγ) - 1 = 0. Hence, the consumption of the unhealthy good in the 

new decision making context might be even higher than without having been exposed to the 

nudge in the first place (x’ > x*).
21

 This example illustrates that when acknowledging all dy-

namic effects, nudges can be detrimental for subjective well-being. This is particularly true 

when they try to change the outcomes of decision making without influencing the reasons for 

decision-making errors. This type of nudging is similar to curing the symptoms of a sickness 

without looking at the underlying reasons of the sickness. 

Alternatively, assume that instead of reducing αρ to αρ
n
, the policy maker tries to reduce 

individuals’ tendency to impulsively pursue immediate gratification and thereby bring β to uni-

ty. To do so, the policy maker can try to (i) reduce the present bias in System 1, and (ii) activate 

System 2. To reduce the present bias, the policy maker can, for example, encourage individuals 

to choose smaller plates (Wansink and Cheney, 2005), and to adopt an abstract mindset or imag-

ine tempting stimuli in a non-consummatory fashion, all of which reduce temptation (Hofmann 

et al., 2010). The policy maker can also make individuals aware of their present bias and pro-

vide an understanding of the bias’s origins. The policy maker can transfer the knowledge about 

factors that can lead to impulsive behavior, such as fatigue (Baumeister et al., 1996), cognitive 

load (Shiv and Fedorikhin, 1999), visceral states such as hunger and thirst (Lowenstein, 1996), 

and being exposed to many attractive cues (Lades, 2012). Increased awareness and understand-

ing of these factors allow individuals to effectively modify their own decision-making contexts 

and thus to engage in self-nudging (see Lades, 2013).  
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 Whether nudges can increase decision-making anomalies over time, however, is essentially an empirical question 

worth pursuing in future research. 
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Creating one’s own decision environment is an act of autonomous decision making in 

our definition of autonomy since the possibility to let System 2 decide does not preclude that 

System 2 defers decisions to the more efficient System 1. To activate System 2 and encourage 

deliberative decision-making, policy makers can, for example, prompt individuals to make deci-

sions well in advance (Rogers and Bazerman, 2008), provide pre-commitment mechanisms 

(Bryan et al., 2010), induce a higher-construal level of  thinking rather than lower-level thinking 

(Trope and Liberman, 2003), and make people accountable for their decisions. 

Not all of these ways to reduce present bias are nudges. While nudges change the con-

text in which decisions are made, some of the mentioned interventions aim at changing the indi-

vidual by training and generating awareness and understanding (Soll et al., 2013). Larrick 

(2004) argues that equipping individuals with mental strategies is preferable to changing choice 

contexts, because these strategies can increase individuals’ ability to apply newly learned skills 

in other decision contexts. We like to add the time dimension and argue that learned mental 

strategies to deal with biases can also benefit future decision-making in the same decision-

making context at a later point in time. Such interventions provide possibilities to learn about 

the underlying reasons of decision-making anomalies and thereby facilitate autonomy and in-

crease β in a more lasting way. A promising approach to autonomy-enhancing interventions is to 

combine nudges with training exercises, where one, for example, defaults individuals into par-

ticipating in training sessions that reduce biases.  
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V. OUTLOOK 

 

Individuals can make mistakes and these can turn out to be welfare-decreasing for them. While 

not all departures from rational choice theory might necessarily mean lower subjective well-

being (e.g., Schwartz et al., 2002), there are enough instances of systematic non-optimal behav-

ior. In this respect, behavioral economists are right in claiming that there is scope for paternal-

ism (however defined). In the present paper, we have argued that soft paternalism, as exempli-

fied by the idea of libertarian paternalism, has three major shortcomings: First, it is not clear 

how choice architects can detect the choices that individuals judge to be in their best interests. 

Second, libertarian paternalism neglects the fact that behavioral interventions may reduce the 

individual’s capability to make critically reflected, autonomous decisions. Finally, libertarian 

paternalism neglects the inter-temporal dynamics that paternalistic interventions can entail. 

To remedy these shortcomings, the paper has sketched a notion of “autonomy-enhancing 

paternalism.”  First, we have argued that it is better to base policy interventions on insights into 

which choices actually make individuals better off, than on the judgments of individuals, which 

can be mistaken. We suggest that findings from subjective well-being research may provide a 

clearer notion of what is in the individuals’ best interests. The main advantage of using subjec-

tive well-being for evaluating libertarian paternalistic policy interventions is that it explicitly 

deals with the content of what makes individuals better off. It is not limited to investigating the 

ways in which individuals make decisions. Secondly, we have explicitly introduced autonomy 

as an additional constraint that has to be fulfilled so that a nudge can be classified as acceptable. 

In line with Dworkin (1988), we define autonomy as the possibility to make a critically reflected 

decision (in System 2). We take seriously the idea of sovereign citizens who want to make well-

informed and critically reflected choices.  Behaviorally informed paternalism can help them 

with that, but it should not come at the cost of manipulation. While libertarian paternalism 

seems to approve of interventions that induce individuals to do the right thing for the wrong 

reasons, autonomy-enhancing paternalism insists on interventions that help individuals do the 

right thing for the right reasons. The importance of autonomy, we have argued, is especially 

high when analyzing the effects of behavioral interventions in a dynamic framework, where 

policy interventions can shape preferences and the strength of decision anomalies over time. 

These various dynamic effects can lead to a reduction of autonomy and, apart from that as well 

as thereby, reduce individual subjective well-being over time. Without the ability to make au-
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tonomous decisions, nudges can put individuals in danger of “learn”ing to be helpless (Binder, 

2013) losing their ability to pursue their own happiness (Schubert, 2012). Hence, these aspects 

have to be considered when engaging in cost-benefit analyses of nudges. In our view, the bene-

fits of behaviorally informed paternalism lie in its intention to help individuals overcome their 

biases and decision-making fallibilities over time and help them in making better, autonomous 

choices. 
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