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ABSTRACT

The critique by Gahn and González (2019) of the conclusions in Nikiforos (2016) regarding what

data should be used to evaluate whether capacity utilization is endogenous to demand is weak for

the following reasons: (i) The Federal Reserve Board (FRB) measure of utilization is not

appropriate for measuring long-run variations of utilization because of the method and purpose of

its construction. Even if its difference from the measures of the average workweek of capital

(AWW) were trivial, this would still be the case; if anything, it would show that the AWW is also

an inappropriate measure. (ii) Gahn and González choose to ignore the longest available estimate

of the AWW produced by Foss, which has a clear long-run trend. (iii) Their econometric results

are not robust to more suitable specifications of the unit root tests. Under these specifications, the

tests overwhelmingly fail to reject the unit root hypothesis. (iv) Other estimates of the AWW,

which were not included in Nikiforos (2016) confirm these conclusions. v) For the comparison

between the AWW series and the FRB series, they construct variables that are not meaningful

because they subtract series in different units. When the comparison is done correctly, the results

confirm that the difference between the AWW series and the FRB series has a unit root. (vi) A

stationary utilization rate is not consistent with any theory of the determination of capacity

utilization. Even if demand did not play a role, there is no reason to expect that all the other

factors that determine utilization would change in a fashion that would keep utilization constant.

KEYWORDS: Capacity Utilization; Workweek of Capital; Stationarity

JEL CLASSIFICATIONS: C22; D24; E11; E23
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1 INTRODUCTION

My paper on the “utilization controversy” (Nikiforos 2016) discusses, among other things, what

data should be used to evaluate whether capacity utilization is endogenous to demand.1 I argued

that the Federal Reserve Board (FRB) data are not right for that purpose. This becomes clear from

the documentation of the data and the related literature. A more appropriate measure of long-run

variations in utilization is the average workweek of capital (AWW). Unlike the FRB measure,

several measures of the AWW have positive trends over significant periods of time.

Gahn and González (2019) question this argument. They make their point in two related ways.

First, they compare the FRB’s measure of utilization with the measures of the AWW and show

that the difference between the two is stationary using several unit root tests. Second, they

examine the stationarity of the AWW measures, and they also find evidence that most of them are

stationary as well.

Their argument is problematic for several reasons. First, it contains an obvious logical fallacy. The

FRB measure is not appropriate for measuring long-run variations in utilization because of the

way it is constructed; its documentation and a large body of other sources confirm this. Even if it

was similar to the AWW, this would not prove the appropriateness of the FRB measure, but rather

that the AWW is inappropriate.

Second, in Nikiforos (2016) I present four different estimates of the AWW. Gahn and González

choose to examine three of them and ignore the longest one (Foss 1984, 1995). Foss’s work is the

cornerstone of the literature on the empirical estimation of the AWW and shows that there have

been very significant increases in the time capital is utilized.

1 The “utilization controversy” refers to the debate on the endogeneity (or lack thereof) of the long run rate of
capacity utilization to demand.
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Third, econometric best practices favor modified information criteria or other methods for

selecting the lag length of unit root tests (Ng and Perron 1995, 2001). Gahn and González’s results

hinge on using the conventional model selection criteria. When the proper lag length selection

methods are chosen, the results change dramatically.

Fourth, in the present paper I also discuss two more estimates, which were not presented in

Nikiforos (2016), and confirm the difference between the FRB measure and the AWW.

Fifth, in the comparison between the FRB’s rates and the AWW performed by Gahn and

González, the variable that is being tested is constructed by subtracting variables that are

expressed in different units. Obviously, this is not a meaningful variable. I provide a comparison

by converting all measures into indices and then examining the trajectory of their difference over

time. The results confirm that there is a difference between the FRB and the AWW measures.

Finally, a rate of capacity utilization that is relatively stable over time is not consistent with any

theory for the determination of capacity utilization. Even if one believes that demand does not

play a role and that only technological, cost, or other factors enter in its determination, there is no

reason to expect that all these factors will change in such a way to keep utilization constant. This

is another—logical—reason why the FRB data are not the appropriate.

For reasons of space constraints, the present rejoinder will discuss only the third, fourth, and fifth

issues above, which are directly related to Gahn and Gonzalez’s note. The reader can refer to

Nikiforos (2016) for the of the FRB measure’s method of construction (sections 4.1 and 4.2) and

Foss’s estimates (447–448). In Nikiforos (2019) I provide a more detailed discussion of the FRB

measure that confirms my original conclusions, and also analyze the sixth point above, namely

why stationary utilization is not consistent with any theory of utilization.
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2 THE AVERAGE WORKWEEK OF CAPITAL

In Nikiforos (2016) I presented data on the AWW from four different sources: i) several studies by

Foss (1963, 1981b, 1981a, 1984, 1995); ii) Orr (1989), who closely follows the methodology of

Taubman and Gottschalk (1971); iii) Shapiro (1986); and iv) Beaulieu and Mattey (1998). These

estimates are presented in figure 1.

Figure 1: Estimates of the Average Workweek of Capital

The pioneer of the workweek of capital studies was Foss. He was the first to show that a

significant portion of capital lies idle most of the time and that over significant stretches of time

there is a pronounced upward trend in the capital’s utilization (figure 1a). Gahn and González

(2019) completely ignore his estimates. They only examine the other three estimates with the use

of the usual unit roots tests: (i) the Augmented Dickey-Fuller (ADF) test; (ii) the Dickey-Fuller
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GLS (DFGLS) test; (iii) the Phillips-Perron (PP) test; (iv) the Kwiatkowski-Phillips-Schmidt-Shin

(KPSS) test; (v) the Elliott-Rothenberg-Stock (ERS) test; and (vi) the Ng-Perron (NP) test. For the

selection of the lag order of the tests, “whenever possible” they use the Bayesian (or Schwarz)

information criterion (SIC), “due to its consistency properties.”

Gahn and González’s results are misleading and are not robust to different—and in fact more

appropriate—specifications of the unit root tests. It is well-known that unit root tests are sensitive

to the number of lags. Therefore the criterion used for lag selection can potentially be crucial for

the test results. It is also well-known that conventional information criteria, such as the Akaike

Information Criterion (AIC) and the SIC, can be problematic. For that reason, Ng and Perron

(1995) suggest that sequential testing is superior, while Ng and Perron (2001), show that the

modified AIC (MAIC) performs better compared to conventional tests. More generally, and for

different reasons, the AIC and SIC do not perform well in small samples and all the samples

examined here are very small ones. Therefore, it is not clear what “properties” of the SIC Gahn

and González refer to.

To understand the importance of this issue, I ran the six different unit root tests for the series by

Orr (1989), Shapiro (1986), and Beaulieu and Mattey (1998) using five different lag selection

criteria: the conventional AIC and SIC, the MAIC, the modified SIC (MSIC), and sequential

testing (t-test). The results are reported in table 1 (all the tables are placed at the end of the paper).

In the upper panel of the table we see that in the case of the series by Orr (1989)—which is the

longest series and the one I used in my econometric exercise (Nikiforos 2016, section 7)—the

tests point unequivocally toward the existence of a unit root. The only exception is the SIC, which

is the one Gahn and González chose to report in their paper. However, as explained above, the SIC

is inferior to the modified criteria and sequential testing.
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In the case of the series by Shapiro (1986) and Beaulieu and Mattey (1998), the lag selection is not

sensitive to the criterion chosen. In the case of Shapiro there is a rejection of the unit root

hypothesis, while in Beaulieu and Mattey, ’s case the results are mixed and inconclusive. I will

come back to Shapiro’s data in the next section and show that the rejection of the unit root is due

to a structural break in the data construction, which needs to be taken into account.

It is worth mentioning that Beaulieu and Mattey (1998) provide estimates of the AWW for the

various two-digit industries within manufacturing. These estimates show that in some industries

the increase over time is quite strong, and the unit root tests point toward nonstationarity. On the

other hand, in the continuous industries the AWW is relatively stable.2 This is important because

if utilization was stationary, this stability should be the case in all industries.

Related to that, Gahn and González (2019, fn. 5) write that they performed a panel unit root test

that strongly rejects the unit root null hypothesis. For the reason explained in the previous

paragraph, they miss the point. Because of the heterogeneity of the various industries’ adjustment

margins, it is to be expected that in some industries the AWW will be relatively stable over time.

Therefore, panel unit root tests are inappropriate.

Finally, a close look at the data in quarterly frequency by Orr (1989) and Shapiro (1986) reveals

that they contain a lot of noise and they are very volatile at high frequencies (see figures 1b and

1c). To a large extent this is due to the fact that the data come directly from surveys, and also that

they are not seasonally adjusted. Orr (1989, 92) writes that “the series does have a tendency to

peak in the first quarter each year.” At the same time there are many instances of consecutive

quarters with exactly the same value for the AWW. In figure 1b we can see that there are many

horizontal segments in the graph. This is also due to a lack of sufficient information from the

surveys. This series’ behavior comes in stark contrast to the FRB series, which is very smooth at

2 Continuous industries are those with high startup and shutdown costs, which tend to adjust utilization through
changes in the speed of operation (for a discussion, see Mattey and Strongin [1997]).
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Figure 2: Estimates of the AWW by Orr (1989), Shapiro (1986), and Shapiro (1986) 
Adjusted for the Break in 1969q1

Note: The filtered series were created with the Hodrick-Prescott filter, with λ = 1. The base period for all
actual series is 1952q1.

high frequencies—this is also due to the way the FRB series is constructed—and therefore is

important for the comparison between them.

I examine what happens if we try to eliminate some of this noise, as well as consecutive quarters

with exactly the same rate of utilization. Toward that purpose, I applied the Hodrick-Prescott (HP)

filter on the two series with its smoothing parameter set as small as possible (λ = 1). The

produced series are presented in figures 2a and 2b. The smoothed series are very close to the

original estimates and are far from an HP trend in the underlying series.
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I then applied the usual unit root test on the new, minimally smoothed series. The results are

presented in the upper two panels of table 2. As one would expect, the results have moved slightly

toward failing to reject unit root. As for the series by Orr (1989), even under the SIC most tests

point to that direction. This is also the case in Shapiro’s (1986) for the ADF and PP tests under the

modified criteria, although the overall picture remains one of stationarity.3

3 MORE ON THE ESTIMATES BY SHAPIRO

The estimates by Shapiro (1986) need some more discussion. Shapiro provides quarterly estimates

for the period 1952–82. Up until 1968 he follows Taubman and Gottschalk(1971), using

information from the US Bureau of Labor Statistics Area Wage Survey program in standard

metropolitan statistical areas (SMSA) to produce estimates at the SMSA level and then aggregate

them to the national level. Orr (1989) follows this methodology to produce his estimates that

extend Taubman and Gottschalk’s estimates until 1984. After 1969, Shapiro uses national-level

data on shift-work, which he then interpolates to the quarterly frequency.4

Figure 3a shows that Shapiro’s estimates exhibit a major dip in 1969q1. The dip is more than 5.5

percent. One should be suspicious of this kind of rapid shift that coincides with changes in the

construction methodology of the series. It is also noteworthy that the economic conditions of the

time do not support such a dip. In 1969q1, the FRB utilization rate increases, while the Orr’s

3 The HP filter has recently been criticized for producing spurious dynamics and on other grounds (Hamilton 2018).
The results presented here are robust to using other smoothing methods. I chose the HP filter because it is easier to
clarify and quantify how much—or how little—smoothing I applied to the original series, so that my results can be
easily replicated.

4 Another important difference is that Orr’s data are much more volatile than Shapiro’s. This is also related to
Shapiro’s use of national aggregates. Most of the major metropolitan areas were surveyed every two or three years.
For the years that they were not surveyed, the BLS reported the numbers of the last available survey. On the other
hand, Orr builds his index based on the surveys available each year. In that sense, Shapiro’s series is close to a
three-year moving average of Orr’s series (Beaulieu and Mattey 1998, 208).
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Figure 3: Estimates of the AWW by Shapiro (1986), and Shapiro (1996)

Note: The base period is 1952q1 for figure (a) and 1952 for figure (b).

measure remains the same relative to 1968q4. It is therefore likely that the drop is due to the

change in the construction method.

To examine this hypothesis, I produced an adjusted Shapiro (1986) series. In this series I assumed

that there was no change in utilization in 1969q1 compared to 1968q4. Figure 3a shows that this

adjusted Shapiro series now has the same trajectory of Orr’s series, albeit much less volatile.

Ten years later, Shapiro (1996) produced an updated AWW series, now for the period 1951–90

and at annual frequency.5 Figure 3b shows that Shapiro’s (1996) estimates do not exhibit the big

drop in 1969 that was present in Shapiro (1986)—in fact there is a small increase. It also shows

that his 1996 estimates have similar trajectories to Orr’s and the adjusted Shapiro (1986) series.6 It

is thus reasonable to conclude that the drop in 1969q1 is related to the change in methodology and

does not represent a real shift in the AWW.

5 These estimates were based on some then-recent estimates by Mayshar and Solon (1993) on shift-work.
6 Shapiro (1996, , figure 2) plots the series but does not report the numbers. I extracted them from the figure

electronically with a specialized software. Some measurement error is unavoidable here, but I do not think it
significantly affects the results.
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Figure 4: Estimate of the Average Workweek of Capital by Gorodnichenko and Shapiro
(2011)

Note: The value for 1998 was produced by linearly interpolating the values for 1997 and 1999.

How does this affect the results of the unit root tests? The upper two panels of table 3 present the

results of applying the unit root tests on the adjusted Shapiro (1986) series and those of Shapiro

(1996). In both cases there is overwhelming support for the existence of a unit root. Moreover, the

lower panel of table 2 presents the results of the unit root tests for the adjusted Shapiro (1986)

series corrected for seasonal fluctuations and excessive volatility. In this case, there is not a single

result that goes against the unit root hypothesis.

More recently, Gorodnichenko and Shapiro (2011) published annual AWW estimates for the

period 1974–2004. The estimates are based on the Survey of Plant Capacity (SPC) and are

presented in figure 4. The observation for 1998 is missing from the estimates due to missing and

miscoded information in the surveys. In figure 4, the value for 1998 has been calculated by

linearly interpolating the observations for 1997 and 1999, and is depicted with a different color.

There is a clear upward trend during the first two decades of the data and relative stability
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afterwards. The results of the unit root test on this series are reported in the lower panel of table 3.

These results also overwhelmingly fail to reject the unit root null hypothesis.7

Overall this section’s discussion and the results of the statistical tests presented in tables 1–3

provide clear support in favor of the hypothesis that the AWW series has a unit root.

4 IS THE AWW DIFFERENT THAN THE FRB MEASURE?

A last pending question is whether the AWW measures are different than the FRB measure. Gahn

and González (2019) answer in the negative. They approach the question from the point of view of

measurement error and argue that the difference between the AWW and the FRB’s utilization

measure represents such an error.

Ironically, the only measurement error here is committed by Gahn and González themselves. The

FRB’s utilization unit of measure is percent of full capacity output (as was defined above). On the

other hand, Shapiro’s (1986) unit of measure is hours per week, while Orr’s (1989) measure is

expressed as an index with 1968 as the base year. Gahn and González calculate the differences (or

the measurement errors) by subtracting the FRB measure from the two AWW measures in these

units. Obviously such a variable is not meaningful.

After sending a previous draft of this reply to Gahn and González, they came back with a new

measure that assumes that the average of Orr’s (1968) estimates were equal to Shapiro’s hours for

the same year. These series were then divided by 168 to reach a percentage of full capacity, which

was subtracted from the FRB measure. The results of their unit root tests for Shapiro’s series are

mixed, while those for Orr’s point toward stationarity.

7 The tests were applied to the whole 1974–2004 period using the interpolated value for 1998. Tests for the period
1974–97 are even more supportive of the unit root hypothesis.
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Figure 5: Difference between the Federal Reserve Measure of Capacity Utilization and
Estimates of the AWW

These series suffer from the same problem, albeit in a more subtle way. The unit of the AWW

series is percentage of engineering capacity, while the unit for the FRB series is percentage of

“economic” capacity. Moreover, the unit roots tests are also sensitive to the lag selection method,

with the appropriate lag selection methods pointing toward non stationarity, as in the previous

section. Finally, the results of Orr’s series are related to its method of construction and the

resulting volatility (see footnote 4); controlling for this excess volatility completely changes the

results.
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In order to compare the various AWW series with the FRB’s utilization measure, I created an index

for each of the variables with the base time period the first period with available data for each of

them. I also created similar indexes for the FRB’s utilization measure—one FRB index for each

measure of the AWW. I then subtracted the FRB indices from the respective AWW measures.8

The results are presented in figure 5. The blue line shows the actual difference between the two

measures, while the orange line shows the trend calculated with the HP filter.9 A visual inspection

of the graph reveals that all series, except for Beaulieu and Mattey (1998), have a significant trend.

The unit root tests that were performed confirm this (table 4). In the case of Beaulieu and Mattey

(1998), the results are mixed, but for all other series there is clear support in favor of the unit root

hypothesis.

5 CONCLUSION

In this paper I outlined six reasons why I disagree with the argument put forward by Gahn and

González (2019), which I think further establish that the FRB measure is not appropriate for the

evaluation of the desired utilization’s long-run behavior, and that the AWW—which is not

stationary—is a more appropriate measure. A more interesting question for future research is

whether demand contributes to this non stationarity. I provided a first answer in my econometric

analysis in Nikiforos (2016, section 7), but more could be done.

8 Two technical details are worth mentioning. For the series with quarterly observations, I used their smoothed
transformation, which removes noise, seasonality, and consecutive quarters with exactly the same level of AWW
(see the discussion around figure 2, above). The reason for that is that the FRB measure is smoothed at several
stages between the survey and the final published result (Morin and Stevens 2004; Federal Reserve 2019). Hence
some adjustment of the AWW measure—albeit much smaller—was also required for proper comparison. The basic
results of the tests performed here (table 4) are robust to different specifications. Second, in the case of the series
with annual frequency, I used the FRB end-of-period series, since the annual SPC surveys that serve as the basis for
the measures of the AWW are also conducted at the end of the year.

9 The trends in figure 5 were created using the usual values of the smoothing parameter λ : 1,600 for quarterly series,
and 100 for the annual series.
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